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What is (inter)active learning? 

• Passive	(supervised)	learning	Ð	given	labeled	
examples,	learn	an	unknown	concept	

•  Interactive	learning	Ð	allow	more	interaction	
between	learner	and	environment	(e.g	teacher)		

• Active	learning	Ð	given	unlabeled	examples,	query	
the	labels	of	(hopefully)	few	points,	predict	as	well	
as	the	passive	algorithm	

	



Thresholds in 1D  
(an example where active learning helps) 

• Given	unlabeled	points	
•  Labels	are																								where	t	is	an	unknown	

threshold	
• Goal:	make	few	label	queries,	and	infer	the	labels	

of	all	n	points	
•  Solution:	binary	search	

   x1,x2 ,…,xn ∈!

  yi = sign(xi − t)
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Thresholds in 1D 

• Binary	search	performs	great!	

•  To	correctly	label	a	sample	of	size	n,	we	only	need	
to	query	log(n)	labels,	and	we	can	infer	the	rest	J	

• Unfortunately,	can’t	be	extended,	even	to	2D	
[Dasgupta]	L		



Half-planes in 2D 
(active learning is limited) 
•  given	unlabeled	points	
•  labels	are																													for	unknown	
•  goal:	make	few	label	queries,	and	infer	the	labels	of	

all	n	points	
•  any	active	algorithm	requires				label	queries	L	

   x1,x2 ,…,xn ∈! 2

  yi = sign(〈w,x〉 − t)    w ! !2 ,t ! !

 n



Half-planes in 2D 

Unknown	line	

Hard	case:	line	separates	exactly	one	point	from	the	rest.		
Need	to	query	all	points	to	find	out	which	one.	
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Active learning with 
additional queries 



Enhancing active learning 

• Allow	additional	queries	

• Which	additional	queries?	
•  Arbitrary	queries	are	practically	useless	[Lang	and	Baum]	

• Domain	expert	is	restricted	(e.g.	computationally)	

• Need	compatibility	with	data/human	annotator	



Relative queries 

vs	 ?	

?	or	more	like	is	



Active classification with 
comparison queries 



Active classification with 
comparison queries 

   H ={sign(g) : g ∈F},  where F  is a set of real functions 

e.g	half-spaces,	neural-nets	

Comparison-query:			

Label-query:			   sign(g(xi ))=?

  
g(xi ) ≥ g(x j )?



Half-planes in 2D 
(comparisons retain advantage) 
•  comparison	query:	compares	distance	from	the	
separating	line.	

•  allows	for	active	learning	with																queries.	  O(log(n))
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Active learning half-planes in 2D 

Unlabeled	Input:	size	n	
unknown	line	
	
1.	Sample	S	of	size	10	
2.	Label	S	
3.	Find	points	in	S	
closest	to	line	
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Active learning half-planes in 2D 

Unlabeled	Input:	size	n	
unknown	line	
	
1.	Sample	S	of	size	20	
2.	Label	S	
3.	Find	points	in	S	
closest	to	line	
4.	Build	cones	
	
	



Active learning half-planes in 2D 

Unlabeled	Input:	size	n	
unknown	line	
	
1.	Sample	S	of	size	10	
2.	Label	S	
3.	Find	points	in	S	
closest	to	line	
4.	Build	cones	
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(must	be	correct!)	
	
	

+	

-	



Active learning half-planes in 2D 

Unlabeled	Input:	size	n	
unknown	line	
	
1.	Sample	S	of	size	10	
2.	Label	S	
3.	Find	points	in	S	
closest	to	line	
4.	Build	cones	
5.	Label	inputs	in	cones	
(must	be	correct!)	
	



Active learning half-planes in 2D 

Unlabeled	Input:	size	n	
unknown	line	
	
1.	Sample	S	of	size	10	
2.	Label	S	
3.	Find	points	in	S	
closest	to	line	
4.	Build	cones	
5.	Label	inputs	in	cones	
(must	be	correct!)	
6.	Repeat	on	unlabeled	
points	
	



Active learning half-planes in 2D 

•  Lemma.	Infer	! 	of	the	labels	of	the	remaining	
unlabeled	points	in	each	iteration	(on	expectation)	

•  20	queries	in	each	iteration	

•  Expected	number	of	queries	=	20log	n	



Learning Half-spaces 
with comparison-queries 



(some of the) main results 

Theorem.	There	are	n	points	in								that	require		
label/comparison	queries	for	revealing	all	labels	

  !
3

  Ω(n)

•  But,	can	do	much	better	if	the	data	has	bounded										
bit-complexity:		

Theorem.	Assume	each		point																									Then	all	
labels	can	be	revealed	using																								queries.		

  xi ∈{0,…, B}d .

   
!O(d logBlogn)

•  similar	results	apply	for	large	margin	



Technical contribution: 
Inference dimension 
A	characterization	of	the	query-complexity	



Inference dimension 
•  A	combinatorial	dimension	that	captures	the	

query	complexity	(like	VC	dimension	in	PAC	learning)	

•  Reduces	analysis	to	bounding	the	inference	
dimension	of	the	relevant	class	

•  Extends	to	any	types	of	local	additional	queries	
(e.g.	3-wise	comparisons,	etc…)	



Inference dimension 

Definition.	The	Inference	dimension	of	H		
is	the	minimal	k	s.t:	
every	realizable	sample	of	size	k	contains	a	point	
whose	label	can	be	inferred	from	the	comparison	
and	label	queries	on	the	remaining	points			

   H ={sign(g) : g ∈F},  where F  is a set of real functions 



Example: thresholds functions 
Definition.	The	Inference	dimension	is	
the	minimal	k	such	that:	
Every	realizable	sample	of	size	k	
contains	a	point	whose	label	can	be	
inferred	from	the	comparison	and	
label	queries	on	the	remaining	points			

Claim.		The	Inference	dimension	of	
thresholds	is	3.	

Case	2:	
	The	3	points	have	different	labels											an	endpoint	can	be	inferred		

+	 +	 -

Case	1:	
	The	3	points	have	the	same	label											the	midpoint	can	be	inferred		

+	 +	 +	



Inference dimension captures 
query-complexity 
Let	k	denote	the	inference	dimension	of	H:	
	
Upper	bound.	The	labels	of	any	realizable	sample	can	
be	revealed	using																														comparison	and	
label	queries.	

  O(k log k log n)

•  Can	be	extended	to	other	types	of	additional	queries	

"#$%&'(#)*+,'There	is	a	realizable	sample	of	size	k	
that	requires												queries	for	revealing	all	labels.	'  ! (k)



Future research 

•  Other	types	of	additional	queries	
•  relative	queries	
•  (restricted) membership	queries	

•  Use	a	generative	model	to	generate	“meaningful”	
membership	queries	

	
•  Online	models	

•  Noisy	comparisons/agnostic	learning	

•  Other	applications	for	inference	dimension	
(used	to	construct	optimal	LDTs	for	K-SUM).	

		



Summary 

• Active	learning	with	additional	queries	
•  Comparisons	queries	

•  Improvements	over	classical	active	learning	
•  Exponential	improvements	for	halfspaces	

•  Inference	dimension	

•  Future	research	


